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Abstract

The growing popularity of ad hoc networks is making
their limitations, such as bandwidth and power restrictions,
more apparent. As a result, techniques that reduce power
consumption, reduce traffic, and restrict flooding, are of
growing importance. In this paper, a series of adaptive,
connectionless protocols are presented, which, when work-
ing with location-aware nodes, can reduce the number of
nodes involved in a transmission. Simulation results show
that the protocols reduce the processing requirements on
each mode, thereby addressing issues such as bandwidth
utilization and power consumption.

1. Introduction

A mobile ad hoc network (MANET) is a collection of
wireless mobile nodes that are capable of communicating
with each other without the use of a network infrastructure
or any centralized communication [5]. Like most wireless
networks, a MANET is both power and bandwidth sensi-
tive. Communication in a MANET poses special challenges
because the network is infrastructureless and topologically
dynamic.

A number of MANET protocols have been proposed, in-
cluding on-demand protocols for saving bandwidth, such as
LAR [2], DSR [7] and CBRP [6], and for power saving,
such as power-aware localized routing [9] and energy con-
served routing [1].

Flooding is the most commonly used scheme in ad hoc
routing protocols. In flooding, the source node broadcasts
its packet to all its neighbouring nodes. Each neighbour
node, upon receiving the packet, checks if it received the
same packet previously, if so it discards the packet, oth-
erwise, it rebroadcasts the packet to its own neighbours.
Flooding is simple and effective; however, when the number
of the nodes in the network increases, the traffic caused by
flooding will increase tremendously. Therefore, the prob-

lem of bandwidth utilization and power consumption be-
comes even more prominent.

Cartesian Ad hoc Routing Protocols (CARPs) [4] are
a set of three adaptive, connectionless protocols that ad-
dress the problems of routing and power consumption in
MANETs; they are loosely based on the Cartesian Routing
Protocol [3]. Each protocol operates at the physical layer
and the network layer; all nodes are location aware. The
protocols designed for CARP have three objectives: restrict
flooding, reduce power consumption, and save bandwidth.

2 CARP

All Cartesian Ad hoc Routing Protocols attempt to re-
strict transmission to those nodes that lie between the source
and the destination. The protocol is used to limit the number
of forwarding nodes in a logicaltransmission area.

As nodes in the network are location aware, when a
source node transmits a packet, a logical rectangular trans-
mission area is formed by comparing the coordinates of the
source and destination node (see Figure 1); the nodes in the
shadowed areas are excluded from the communication pro-
cess. As the packet approaches the destination, forwarded
by the intermediate nodes, the size of the transmission area
is reduced, eliminating nodes from outside the area, thereby
limiting traffic to within the transmission area. This is the
algorithm used in Location Aided Routing (LAR) Scheme
1. Based on this concept, CARP tries to optimize the trans-
mission area by using some simple calculation with the
same location information. CARP allows any transmitting
node to vary the size of the transmission area associated
with a packet, adapting it to the density of the nodes.

The source and destination nodes are at opposite ends
of the transmission area; each node within the transmission
area is referred to as anintermediate node. A current node
is a node that is forwarding a packet. Initially, the source
node is the current node.

In addition to its payload, a CARP packet consists of
the source address, the destination address, and transmis-



Figure 1. Bounding box reduced by hop

sion area information. At a minimum, the transmission area
information is the address of the current node(xc, yc).

CARP resides between the MAC and MANET layer (see
Figure 2). When a node receives a packet, theLocation Ver-
ificationsubsystem determines whether the node is inside a
packet’s transmission area. If it is, the packet is forwarded
to the upper layer. After processing the packet, the upper
layer protocol passes the packet to theTransmission Area
Creationsubsystem to create a new transmission area for
the next hop. The MANET protocols can use CARP algo-
rithms to restrict flooding. Packet processing at nodes out-
side of the transmission area will be stopped at the CARP
layer. Since CARP requires less processing than the table
look-up and packet processing procedures found in most
MANET protocols, the entire processing time at each in-
dividual node can be reduced, thus the overall efficiency of
the MANET protocol will be improved.

Figure 2. Application of CARP

Since the destination may move during a transmission,
an “expected zone” is created. The expected zone is defined
as a circle with radiusrexp centered at the destination. This
is where the destination will most probably be found at the
time when the destination receives the packet [8]. A node
can determine whether it is inside the zone by calculating
the distance between itself and the destination.

3 The CARP algorithms

Three CARP algorithms are implemented in the Loca-
tion Verification and the Transmission Area Creations sub-
systems.

3.1 Trimmed Transmission Area (TTA)

Although the LAR Scheme described above reduces traf-
fic, the volume of the flooding traffic can be problematic
in a very dense network. The Trimmed Transmission Area
(TTA) algorithm attempts to modify the shape through a
simple optimization.

Figure 3. Transmission by hops

Figure 3 shows the packet forwarded by the intermedi-
ate nodes inside the transmission area. Each arc indicates
the maximum transmission distance of each hop. Since the
shadowed region accounts for the largest percentage of the
entire transmission area, a traffic peak is formed here. To re-
duce unnecessary traffic, the TTA algorithm trims two cor-
ners off the transmission area, as shown in Figure 4. Each
trimmed region is an arc with radius r. Trimming these two
regions eliminate nodes that have a longer route length than
nodes in the remaining part of the rectangular transmission
area. This can be observed when comparing route 1 with
route 2 in Figure 4.

In the packet format, the “transmission area information”
field for the TTA algorithm consists of two subfields: the
value ofr and the current node address(xc, yc).

3.1.1 Transmission area creation subsystem

To determine the shape of the transmission area, the radiusr

of the trimmed areas is required. Two factors must be taken
into consideration when deciding this value:

1. The size of the rectangular transmission area, deter-
mined from the source and destination locations. As



Figure 4. Trimmed transmission area

the protocol is location-aware, the co-ordinates of the
current node and destination,(xc, yc) and(xd, yd) re-
spectively, are known. The co-ordinates of the other
two corners,(xc, yd) and(xd, yc), as shown in Figure
4, can be observed from the coordinates of the current
and destination node. From this information, the size
of the transmission area can be calculated. The value
of r should not exceed the minimum of the length and
width of the rectangular.

2. The density of the network, determined from the num-
ber of responses the node received in the previous
transmissions. The value ofr can be made adaptive
to the density of the network, that is, the denser the
network, the larger the value ofr.

When the source initially creates the packet, it uses its
initial value ofr and its coordinates(xs, ys) as “source ad-
dress” and “current node address”. Should the destination
fail to respond to a packet, the source can decrease the value
of r and retransmit.

3.1.2 Location verification subsystem

The Location Verification subsystem is used to determine
whether a node is inside the transmission area. Given an
intermediate node with co-ordinates(xi, yi), the distances
of the node to the two corners, D1 and D2 respectively, are:

D1 =
√

(xi − xc)2 + (yi − yd)2 (1)

D2 =
√

(xi − xd)2 + (yi − yc)2 (2)

The node is located within the trimmed regions when
eitherD1 < r or D2 < r, requiring the node to discard the
packet; otherwise the packet can be forwarded.

The node can determine whether it is inside the expected
zone by simply calculating the distance to the destination.

Dexp =
√

(xi − xd)2 + (yi − yd)2 (3)

If Dexp < rexp, the node is located in the expected zone.
Nodes located in the expected zone will just flood the packet
instead of using the TTA algorithm for the following rea-
sons:

1. It will not cause much traffic since there are few nodes
inside this zone;

2. The destination is not at exactly the same location in-
dicated in the packet at timet′, so it would be easier to
catch the destination by flooding.

Upon receiving a packet, the intermediate node first ver-
ifies whether it is inside the transmission area or not. If it is,
the transmission area information is then updated with the
new value ofr and the node’s address(xi, yi) as the new
current node address(xc, yc). The packet is then forwarded
to the upper layer protocols. These values are used by the
downstream nodes, which follow the same procedure.

3.2 Transmission Area with Limiting Angle

Although traffic is reduced in the TTA algorithm, the
shape of the transmission area is irregular. To further re-
duce the number of potentially unnecessary transmissions
caused by the irregular shape, a transmission area with a
limiting angleis proposed.

The limiting angle,φ, defines the shape of the transmis-
sion area between the current node, C, and the destination
node, D, as shown in Fig. 5. Each intermediate node forms
an angleφi with the current node and the destination node.

φφ φ

Node1
Node2
Node3
Node4

D (xd, yd)

C (xc, yc)

Figure 5. Transmission area with limiting an-
gle

The transmission area information for this algorithm in-
cludes the value ofφ and the current node address(xc, yc).

3.2.1 Transmission Area Creation Subsystem

Table 1 shows the relationship betweenφ and the shape of
the corresponding transmission area. As the value ofφ de-



Table 1. Nodes in the network
φ Shape of Transmission

Area
Example Path

Length
180◦ Line connecting cur-

rent node and destina-
tion

Node1 Shortest

90◦..180◦ Two symmetric minor
arcs

Node2

90◦ Circle Node3
0◦..90◦ Two symmetric major

arcs
Node4 Longest

creases, the size of the transmission area increases, poten-
tially adding more nodes to the area, increasing the possible
route length, and the number of packets. Therefore, there is
a trade-off between the robustness of the protocol and the
volume of traffic. Differentφs can be defined based upon
the density to determine the shape of the transmission area:
the greater the density, the larger the value ofφ.

Initially, the source node includes its own address
(xs, ys) in the field of “source address” and “current node
address” of the packet. It chooses a value ofφ based on its
knowledge of the network density, which is obtained from
the historic statistics the node keeps in the previous com-
munications.

3.2.2 Location Verification Subsystem

When a packet arrives at an intermediate node,(xi, yi), it
contains the limiting angleφ, and the addresses of the desti-
nation and current nodes,(xd, yd) and(xc, yc), respectively.
From this, the intermediate node can determine its value of
φi as follows:

φi = arctan
(yc − yi)(xd − xi) − (yd − yi)(xc − xi)

(xc − xi)(xd − xi) + (yc − yi)(yd − yi)
(4)

φi is then compared with the packet’sφ. If φi > φ, the
packet will be forwarded; otherwise it is discarded.

When the intermediate node decides to forward the
packet, it substitutes the current node address(xc, yc) with
its own address(xi, yi) and chooses its own value ofφ to
create the transmission area for the next hop.

3.3 Transmission Area with Fixed Path Length

As well as making the transmission area with a limiting
angle, the area can also be determined from the path length.
Since nodes with a fixed path length form an ellipse, the
second CARP algorithm uses an ellipse as the transmission
area. In Fig. 6, the current and destination nodes are two

foci of an ellipse; the distance between these two nodes is
2c. The major axis of the ellipse is2a and the minor axis of
ellipse is2b.

D C

2c

2a

2b

r1 r2

Figure 6. Ellipse

The following equations are of interest:

r1 + r2 = 2a (5)

b2 + c2 = a2 (6)

All the nodes located on the ellipse boundary have the
same path length2a, as shown in equation 5, while nodes
located inside the ellipse have a shorter path length. These
nodes are inside the transmission area.

An expected zone is defined as the overlapping area of a
circle (centered at the destination) and the ellipse as shown
in Fig. 7.

D C
2b

Expected zone

Figure 7. Fixed path length shapes

The transmission area information for this algorithm is
the semiminor axisb and the current node address(xc, yc).

3.3.1 Transmission Area Creation Subsystem

The size of the ellipse is determined by the parametersa,
b andc. When the current node tries to transmit a packet,
the distance between the current node and the destination is
fixed. Therefore,c is actually unchangeable. So if eithera

or b is decided, the size of the ellipse is fixed, as shown in
equation 6. Since the semiminor axisb directly indicates
the “width” of the ellipse, in the TAFP algorithm,b is made
adaptive to the density of the network to change the size of
the transmission area. The denser the network, the smaller
the value ofb.



An ellipse in a sparse network has a larger value ofb than
that in a dense network to include more nodes in the area.
Fig. 7 shows the transmission area with different values of
b in networks with different densities.

Initially, the source node includes its own address
(xs, ys) in the field of “source address” and “current node
address” of the packet. It chooses a value ofb based on its
knowledge of the network density, which is obtained from
the historic statistics the node keeps in the previous com-
munications.

3.3.2 Location Verification Subsystem

When an intermediate node receives a packet, it calculates
the following:

1. Its distance to the current noder1 and to the destina-
tion r2;

2. Distance between the current node and destination2c;

3. Major axis of the ellipse2a using equation 6.

If r1 + r2 < 2a, the node is inside the transmission area.
Otherwise it is outside the transmission area, meaning that
the node is not to forward the packet.

When the intermediate node decides to forward the
packet, it substitutes the current node address(xc, yc) with
its own address(xi, yi) and chooses its own value ofb to
create the transmission area for the next hop.

4 Simulation results

Four algorithms, LAR Scheme 1, TTA, TALA and TAFP
have been implemented using OPNET Modeler 9.0. IEEE
802.11 is used in the MAC and physical layer. The simula-
tion environment is defined as a 300m by 200m rectangular
area with 25 nodes moving inside randomly at an average
speed of 5m/s. Upon receiving a packet, nodes inside the
logical transmission area formed by CARP algorithms will
relay the packet to the intended destination; nodes outside
of the packet will discard the packet.

The following performance metrics are evaluated in the
experimental work:

• Load: total load in bit/sec (b/s) submitted to MAC lay-
ers by all other higher layers in all nodes.

• Traffic received by intermediate node: data traffic re-
ceived by the station in b/s.

• Traffic sent by intermediate node: data traffic transmit-
ted by the station in b/s.

In Figure 8, TALA is used as an example to show how
much traffic is reduced by adjusting the size of the transmis-
sion area in the network. When changing the angleφ from
90◦ to 135◦, the size of the transmission area is reduced,
thus the traffic of the network is reduced by about 85%.

Figure 8. TALA with different angle

One main purpose of the CARP algorithm is to restrict
flooding and eliminate the duplication of packet in the net-
work. Figure 9 shows that when the source node sends one
packet, the number of packets received by the destination
node is reduced up to 78% while using the CARP algorithm.

Figure 9. Number of packets received by the
destination

Figure 10 is a comparison of the four algorithms. Com-
pared to LAR Scheme 1, all three CARP algorithms reduce
traffic significantly. TTA reduces less traffic due to its irreg-
ular transmission area.

Generally speaking, TALA and TAFP adjust the shape
and size of the transmission area more flexibly that TTA.
However, it is different to conclude which CARP algorithm
outperforms the other two because as an adaptive proto-
col, the amount of traffic reduced by CARP depends on the



Figure 10. Comparison of the four algorithms

value of the parameters chosen by the node.

5. Concluding Remarks

This paper described the Cartesian Ad hoc Routing Pro-
tocols. These are adaptive and connectionless routing pro-
tocols which:

• restrict any flooding to within the transmission area.

• reduce power consumption of nodes outside the trans-
mission area, since they are not involved in the com-
munication.

• reduce the number of nodes in the communication by
dynamically adjusting the transmission area.

CARP is a set of light-weight, low-overhead protocols
that do not require the use of routing tables. The proto-
cols restrict packet transmissions to the region between a
source and the intended destination. The techniques em-
ployed in the three protocols allow the transmission area to
be adjusted using the node density of the network.

Since flooding is a requirement in most MANET proto-
cols, CARP can be used in conjunction with other ad hoc
protocols to effectively restrict flooding. Simulation results
showed that the CARP algorithms can reduce data traffic
significantly compared with, for example, LAR. Also, given
the simplicity of the CARP algorithms, the processing time
on each node can be significantly reduced by avoiding the
table look-up procedures required in most MANET proto-
cols.
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